Chromatin organization remains complex and far from understood. In this article, we review recent statistical methods of extracting biophysical parameters from in vivo single-particle trajectories of loci to reconstruct chromatin reorganization in response to cellular stress such as DNA damage. We look at methods for analyzing both single locus and multiple loci tracked simultaneously and explain how to quantify and describe chromatin motion using a combination of extractable parameters. These parameters can be converted into information about chromatin dynamics and function. Furthermore, we discuss how the timescale of recurrent encounter between loci can be extracted and interpreted. We also discuss the effect of sampling rate on the estimated parameters. Finally, we review a polymer method to reconstruct chromatin structure using crosslinkers between chromatin sites. We list and refer to some software packages that are now publicly available to simulate polymer motion. To conclude, chromatin organization and dynamics can be reconstructed from locus trajectories and predicted based on polymer models.

Exploring Chromatin Mobility

Fundamental physical properties of DNA, such as its internal elasticity, bending properties, and rotational energy, have been estimated ex vivo [1,2]. But what about the properties of chromatin in vivo? Not only has it been difficult to visualize specific chromatin loci, but it remains unclear what physical properties should be measured. Shall we simply use classical physical observables (see Glossary) or shall we focus on extracting other latent parameters? The choice of what to measure is open to bias. In the case of chromatin, we still do not have a complete and definitive physical model that would recapitulate and explain its dynamics and structure. However, recent works have advanced chromatin models to the point that they can predict changes in organization and dynamics [3,4]. Here, we review work combining single-particle trajectories (SPTs) of chromatin loci with polymer modeling. The aim of this review article is to clarify how experimental observation of chromatin dynamics can be related to its underlying structure using those models. As an example, we focus our attention on the chromatin response to DNA damage. While this review focuses also on connecting chromatin dynamics and with polymer models, others have reviewed different aspects of chromatin mobility (see [5–8]).

Early on, it was recognized that DNA is compacted into chromatin. Because this structure coils back on itself and has a repeating unit (see early studies showing chromatin as beads on a string), it was natural to start describing it as a polymer. Taking a coarse-grained approach, one could use a polymer model where the beads are connected by springs, repulse one another (Lennard-Jones forces), and have bending elasticity as a starting point for modeling chromatin (reviewed in [9]) (Box 1). Building on such a model and accounting for new experimental results...
Box 1. Modeling Chromatin with Polymer Model

How do we model chromatin? Polymer modeling is a powerful tool, but finding the appropriate polymer model remains challenging and often depends on the scale and the question to be answered. The simplest model, which has already provided much insight into chromatin dynamics in a free and confined environment, is the Rouse model, that consists of beads connected by harmonic springs. The potential energy is

$$\phi_{\text{Rouse}} = \frac{K}{2} \sum_{i=1}^{N} (R_i - R_{i-1})^2,$$

where the spring constant $K = 3k_B T b^2$ is related to the standard deviation $b$ of the distance between adjacent monomers [81], with $k_B$ the Boltzmann coefficient and $T$ the temperature. The dynamics of monomer $R_i$ is

$$\frac{dR_i}{dt} = -D_i \phi_{\text{Rouse}} + \sqrt{2D_i} \frac{d\omega}{dt},$$

for $n = 1, \ldots, N$ and $\omega$, are independent 3D white noise with mean 0 and variance 1. It is possible to add the Lennard Jones (LJ) potential. To account for the LJ forces, we use the potential energy defined by

$$U(R_1, \ldots, R_N) = U_{\text{spring}}(R_1, \ldots, R_N) + U_{\text{LJ}}(R_1, \ldots, R_N),$$

where the spring potential is

$$U_{\text{spring}}(R_1, \ldots, R_N) = \frac{K}{2} \sum_{i=1}^{N} (R_{j+1} - R_i)^2,$$

where $b_0$ is the equilibrium length of the bond. When we write $K = 3k_B / b_0$ then $s_0$ is the standard deviation of the bond length (e.g., $s_0 = 0.2 b_0$). Note that $U_{\text{spring}}^j(r_{ij})$, with $r_{ij} = R_i - R_j$ and

$$U_{\text{spring}}^j(r_{ij}) = \begin{cases} \frac{1}{2} \left( \frac{r_{ij}}{a_j} \right)^6 - \frac{3}{2} \left( \frac{r_{ij}}{a_j} \right)^4 + \frac{1}{2} & \text{for } |r_{ij}| > 2^{1/6} a_j, \\ 0 & \text{for } |r_{ij}| < 2^{1/6} a_j, \end{cases}$$

where $a_j$ is the distance at which the potential is negligible. This distance remains to be found. With the choice $b_0 = 2\sigma$, the springs that materialize bonds cannot cross each other in stochastic simulations.

We briefly summarize the construction of a randomly crosslinked (RCL) polymer [14]: it consists of a linear backbone of monomers connected by springs, with an additional $N_c$ added connectors between randomly chosen non-nearest neighbor monomer pairs. The energy of the RCL is the sum of two contributions, one from the backbone (Rouse) plus a contribution from the random connectors:

$$U(R_1, \ldots, R_N) = \frac{K}{2} \left( U_{\text{Rouse}} + U_{\text{random}} \right),$$

where $U_{\text{random}} = \sum_{j} \left( R_{j+1} - R_j \right)^2$, is the potential energy from $N_c$ added spring connectors (realization $\tilde{g}$), and the sum extends to pairs $(m,n)$ such that $|m-n| > 1$ (i.e., $R_m$ and $R_n$ are not immediate neighbors along the linear backbone). A realization $\tilde{g}$ means that we chose randomly $N_c$ monomer pairs to connect (see [14] for a description of physical properties).

The encounter probability between monomers, which depends on the number of added connectors $N_c$, is usually a free parameter to be fitted from empirical data. Using the RCL model, it is possible to fit the empirical loci encounter probability from HiC data and derive the minimal number of crosslinks in a genomic section at a coarse-grained resolution. The RCL model could therefore be used to obtain structural parameters, not necessarily contained in the HiC data, such as the radius of gyration, the MSD of any loci, and the mean first encounter time between any two loci.

Finally, we summarize the procedure of construction of a polymer model:

(i) First, select the resolution to coarse-grain chromatin, so that one bead represents a given $X$ kbp. For example, $X = 0$ kbp with 100 beads, leads to a representation of 3 Mbp.
(ii) Add connectors if necessary (see RCL description above) to represent chromatin compaction having a similar encounter probability matrix as the one obtained from HiC data. This procedure is nontrivial and described in [14].
(iii) Generate numerical simulations of the polymer. Make sure to simulate enough time to reach steady-state.
(iv) Collect enough realizations (Box 2) and apply the statistical estimators for evaluating quantities of interest.
(v) Special care should be given to the case of transient simulations, such as the consequences of a DSB. Set time $t = 0$ exactly when connectors are removed post-DSB. In that case, the polymer is locally out of equilibrium. Removing local forces or tethering forces at the initial time can lead to chromatin reorganization at short- and long-scale [80] timescale.
coming from HiC, long-range interactions between distant chromatin sites have been addressed in simulations [10–12] and theory [13,14]. Although these models are used to simulate chromatin in some defined conditions, how they relate to the biological analog remains unclear.

To determine polymer models that infer the actual behavior of chromatin inside the nucleus, one must be able to compare extracted physical parameters from real experimental chromatin data with those predicted from the model. To this end, the adoption of fluorophores, such as green fluorescent protein, combined with bacterial operator array systems to visualize single chromosomal loci live and in vivo, created the subfield of chromatin dynamics [15]. More recent developments using dCas9 and modified guide RNAs, as well as new bacterial arrays, have expanded the live cell imaging chromatin toolbox, reviewed in [16,17]. These tools have advanced our knowledge of what regulates chromatin movement. In particular, research in budding yeast, performed by many laboratories over two decades, has elucidated a partial framework of the regulators of chromatin movement. While the important details are better reviewed elsewhere [16], we highlight a few key regulators.

To start, chromatin motion depends on intracellular ATP levels. Glucose starvation or treatment of cells with either sodium azide or the mitochondrial uncoupler carbonyl cyanide m-chlorophenylhydrazone (CCCP), all of which deplete ATP, reduce chromatin motion [18–23]. In addition to ATP, the cell cycle stage has a dramatic effect on chromatin movement where chromatin moves less in S phase and is much more dynamic in G1 phase. This effect is conserved from yeast to human cells [18,24–26]. The effect depends on DNA replication and artificial cleavage of cohesin in S phase restores mobility to G1 levels [27]. Chromosome tethers also play a role in restricting chromatin movement. A clear example is the Rabl configuration of chromosomes in budding yeast, whereby the telomeres transiently associate with the nuclear periphery and the centromeres are attached to the spindle pole body [28,29]. These attachments restrict motion and when artificially removed increase chromatin dynamics. Although yeast do not have a nuclear lamina, the loss of chromosome tethering by ablation of lamin A in mammalian cells leads to increased chromosome dynamics [19,30–34]. Another master regulator of chromatin movement is nucleosome occupancy. Work on the chromatin remodeling enzyme, INO80, showed that direct targeting of INO80 to a chromosomal locus was sufficient to increase the dynamics of that locus [35]. Loss of nucleosomes on DNA through other means, either by the depletion of Nhp6, the budding yeast version of high mobility group protein B1 (HMGB1), or the transcriptional downregulation of histone genes, also increases global chromatin dynamics [3]. Thus, many regulators of chromatin dynamics have been described. What is still little understood is the function of chromatin movement.

While chromatin mobility can be regulated experimentally, proving that it has a role in cellular processes has been difficult. An early postulated role for mobility was transcription. This was supported by evidence that artificial activation of transcription by targeting the viral transactivator protein VP16 to a transgene array in mammalian cells causes the locus to undergo directional movement away from the nuclear periphery [36]. Consistently, targeting of VP16 to a yeast telomeric locus also drives this locus away from the periphery and VP16 targeting to a locus on the middle of a chromosomal arm increases its dynamics [35]. However, targeting of another transcriptional activator, Gal4, did not increase locus dynamics nor did the inhibition of transcription in yeast cells [35]. The effect of transcription in higher eukaryotes, in general, is less clear and has been correlated with decreased motion [37]. Others have shown that inhibition of RNA polymerase II increases chromatin motion and that transcription may serve to stabilize networks of chromatin domains [38–40]. Measuring chromatin movement during enhancer and promoter contact still remains relatively unstudied. Another role in which chromatin movement may serve...
is the efficiency of repair of DNA double-strand breaks (DSBs) by a process called homologous recombination (HR), discussed in [3]. Here, a broken DNA strand must physically scan the nucleus to find its homologous partner if the replicated sister is not present or is otherwise damaged. While definitive proof that chromatin motion facilitates repair by HR remains elusive, there are a number of correlations. In budding yeast, induction of a DSB and activation of the DNA damage checkpoint, a control mechanism in the cell-division cycle that ensures that mitosis does not occur until damaged DNA has been repaired, increases chromatin motion both locally and globally [41,42]. Ablation of proteins that result in reduced movement decreases repair efficiency by HR [41], while mutations that increase movement improve HR efficiency [3,35]. Ultimately, these still remain correlations and an experiment directly showing that enhanced movement increases repair by HR is still lacking.

In general, chromatin movement has been studied by analyzing single locus trajectories and plotting the mean square displacement (MSD). From this, a radius of constraint or volume of space explored by the locus can be extracted. A number of recent studies have published methods on extracting hidden directed motion within trajectories using methods such as directional change distribution analysis or computational methods to identify long-lasting directed motions [43,44]. In addition to these useful tools, we and others have asked the question, 'what other information can be obtained from trajectories?'. The goal of this review is to present advances in single-particle trajectory analysis and to illustrate how extracted parameters can be used in polymer models to make biological predictions.

This review is organized as follows. We first describe diffusion models that have been used to analyze chromatin trajectories. We introduce four key physical parameters that can be extracted from chromatin loci trajectories and can be used in combination to characterize motion. We then focus on the selection of polymer models and describe how the sampling time step influences the extracted statistical observables from the trajectories. Next, we will present how to perform a correlation analysis for two loci recorded simultaneously and we will discuss physical constraints on chromatin and describe an approach to estimate the number of crosslinkers between chromatin loci. Finally, we summarize publicly available software packages for polymer simulations (see the supplemental information online). Although many examples described here concern yeast, the statistical methods and data analysis can be applied to many other organisms, from insects to mammalian cells [37,45,46].

Chromatin Locus Dynamics Revealed by SPTs

SPTs consist of an ensemble of successive points acquired at a sampling rate $\Delta t$. What physical observables can be extracted from these trajectories? To answer this question a physical diffusion model (not to be confused with a polymer model) should be selected. The model chosen to fit an MSD curve must provide plausible physical mechanisms and accurate predictions. Examples of physical models include Brownian motion or random walk (which is a discretized version of a Brownian motion at a time step $\Delta t$) and anomalous diffusion. Selection of the correct model remains challenging because not all loci behave similarly. Failure to select the correct model will prevent accurate extraction of parameters. A recent study used a Bayesian inference approach to automate MSD model selection across trajectories throughout the nucleus [47]. Others have published approaches to test for the goodness-of-fit of model assumptions and estimated parameters [48,49]. In the following section, we will briefly describe some physical models and what physical observable should be measured.

The most well-known example of passive molecular dynamics is classical free diffusion described by Brown in 1827 and quantified statistically by Einstein in 1905. A particle driven by free diffusion
at scale $\Delta t$ is characterized by random jumps that follow a Gaussian distribution with zero mean and variance $2D\Delta t$, where $D$ is the diffusion coefficient. In this case, the physical observable to estimate is simply the diffusion coefficient $D$. However, the locus motion can be restricted due to obstacles or to some resulting tethering force, which is not accounted for in classical Brownian motion. In that case, the extent of the restricted region and the nature of the restriction (confinement versus tethering force) must be determined. Another model used to describe the motion of a locus is a deviation of classical Brownian motion, called anomalous diffusion. Here, the forces underlying the locus dynamics are correlated in time [50]. In this case, the correlation modifies the nature of the dynamics (see section 'Anomalous exponent $\alpha$'). Another possibility is that the particle motion observed by SPTs result from a combination of deterministic (generated by a force) and Brownian motion. The motion could also result from alternating between a deterministic force and diffusion. The nature of the force should be identified as well as the switching rate, often approximated as Poissonian (characterized by a single exponential parameter).

To summarize, we need to select a physical model, making an informed decision based on trajectory data. When successful, the underlying model can be used to extract specific parameters that characterize chromatin motion.

Parameters that Describe Chromatin Motion
In this section, we describe four parameters computed from SPTs that are used to characterize chromatin motion. They provide independent, complementary information on first and second moment statistics.

**Length of Constraint $L_c$ to Characterize Confined Motion**

How much space does a locus explore? The majority of studies up to this point have used the plateau of an MSD curve to estimate the radius of constraint. This number, coupled with the size of the nucleus, can be used to estimate the relative volume of space a locus will move through. However, not all MSD graphs plateau and thus a plateau-independent parameter is required. We and others have proposed using another parameter, such as the standard deviation of the locus position with respect to its mean average over time [4,33], which we term the length of constraint $L_c$ (Box 2). This parameter, like the radius of constraint, can be used to estimate the degree of confinement of a locus. A small $L_c$ compared with the radius of the nucleus is thus the signature of a highly confined motion, while a large $L_c$ means that the locus motion is not restricted by any nuclear bodies or chromatin. In summary, the length of constraint ($L_c$) provides a measure of confinement, but it does not reveal the underlying mechanism of motion.

**Anomalous Exponent $\alpha$**

Anomalous diffusion is a type of random motion characterized by an anomalous exponent $\alpha$, which is classically extracted from the slope of the (MSD) $\langle |X(t + \Delta t) - X(t)|^2 \rangle$ that behaves like $At^{\alpha}$ for $\Delta t$ small over the time (Box 2). When $\alpha = 1$ it reflects Brownian motion, $\alpha > 1$ is called superdiffusion, which may represent a dynamic containing an element of deterministic (ballistic) directed motion. Finally, $\alpha < 1$ is a subdiffusive motion, which could result from forces between monomers/chromatin sites (see below) and/or the visco-elastic properties of the nuclear plasm [4,13,51,52]. When $\Delta t$ is in the range of 30 to 300 ms, we estimate $\alpha$ from the first six time points of an MSD. However, we point out that the initial slope of an MSD curve is calculated using all time points and thus longer trajectories will provide a more accurate approximation of $\alpha$. One way to compute the MSD is by taking the ensemble-average, averaging the displacements of multiple particles. The alternative is a time-averaged MSD, which averages all the displacements made by a single trajectory over a given period. The majority of single particle data on chromosomal loci is done on time-averaged MSDs.
As mentioned above, directed motion is often hidden in the MSD analysis. In that case, extracting the anomalous exponent is not enough to account for the entire dynamics. In parallel, a drift analysis has to be performed in order to extract the spatial distribution of vector fields, [53–55] and directional changes [44,56]. The exponent \( \alpha \) computed for a single locus remains difficult to interpret and in particular to connect with local chromatin organization. \( \alpha \) reveals much of the nature of a locus that belongs to a polymer but clearly remain insufficient, alone, to recover all the properties of chromatin. In general, the exponent \( \alpha \) for chromatin loci varies in the range 0.3–0.5, when no external forces are applied to the polymer model [4]. But in the presence of deterministic forces, generated, for example, by nuclear oscillation, actin, or microtubule networks, the range of \( \alpha \) can increase to 0.5–2. To give a few examples, for a \( \Delta t \) larger than 5 s, \( \alpha \) was estimated around 0.4 for the GAL loci in yeast [57] under glucose or galactose. Another study [58] found \( \alpha \) = 0.75 for the same locus when the yeast was grown under glucose and 0.64 for galactose. Possible reasons for the discrepancy between these values could be differences between yeast strain backgrounds, localization error, or nuclear motion. For telomeres of mammalian cells, \( \alpha \approx 0.32 \), when the time series analysis is performed in the interval \([10^{-2} ; 1]\) s [59], which is consistent with other studies [60,23], reporting 0.39 for chromosomal loci in bacteria. In general, phenomenological models of anomalous dynamics such as fractional Brownian motion [60] have been used to interpret these observations. However, as we will see below, much could be learned by using a polymer model, which

**Box 2. Estimating Parameters from SPT of Chromatin Locus**

We describe here how the four parameters (effective diffusion coefficient \( D_e \), anomalous exponent \( \alpha \), length of constraint \( L_c \), and tethering constant \( k_c \)) are estimated from SPTs. \( X(t_1),\ldots,X(t_n) \): the minimum number of points that we used is around 10, but in practice, we recommend to use at least 100 points.

- The easiest parameter to estimate is \( L_c \), as it requires pre-computation of only the center of mass of the confined trajectory. The length \( L_c \) is defined as the standard deviation of the locus position with respect to its mean averaged over time, and given by \( L_c = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (X_c(i)−\bar{X})^2} \), for \( n \) large and does not require more specific estimation [33,61].

- There are several possibilities to extract the diffusion coefficient \( D_c \). To compute the diffusion coefficient of the tagged monomer or locus \( X_c \), we can use the following empirical estimator [61]: \( D_c = \frac{1}{6Nc^2} \sum_{i=1}^{Nc} (X_c((k + 1)\Delta t)−X_c(k\Delta t))^2 \), in dimension d (2 or 3). It can also be extracted for a Brownian motion by fitting the tangent to the MSD starting from the origin. If loci motion contains both a drift and a diffusion part, \( \Delta t \) should not be too large.

- To estimate the anomalous exponent \( \alpha \), we first compute the MSD: it is defined as the squared displacement with respect to the initial trajectory position, averaged over time for a given locus \( X_c \): \( \text{MSD}(t) = \langle r(r\Delta t)^2 \rangle \). For short times, \( \text{MSD}(t) \approx C\Delta t \), where \( C > 0 \). To extract the coefficient \( \alpha \) from empirical trajectories, it is possible to directly use the function \( \text{MSD}(t) \) in linear coordinates rather than in log scale (which drastically reduces fluctuations), as shown in Figure IA,B. For an empirical trajectory, we average over the successive time points rather than realizations by using formula \( \text{MSD}(q\Delta t) = \frac{1}{(N-q)\Delta t} \sum_{i=q+1}^{Nc} (r(q\Delta t)−r(q\Delta t + k\Delta t))^2 \), where \( N \) is the total number of trajectory points (Figure IA,B). Then, we fit the first seven points of the curve to a power law. The difficulty is to find the correct time interval to fit the curve. Short and long time scales should be discarded (see Figure I). We show an example in Figure 2C in main text, computed from averaging over the realization of many simulated trajectories.

- Because the chromatin interacts locally with its environment, we estimated the average interaction between chromatin and its local environment by a harmonic well of strength \( k \) acting on a single monomer \( R_c \). The potential energy of the interaction is \( U(R_c) = \frac{1}{2}k(R_c−\mu)^2 \), where \( \mu \) is the fixed position of the interaction. The velocity of an observed monomer \( R_{\alpha c} \), averaged over many trajectories, is driven by this interacting force, following relation [4]: \( \lim_{\Delta t \to 0} E\left(\frac{R_{\alpha c}(t+\Delta t)−R_{\alpha c}(t)}{\Delta t}\right) = −k\frac{\partial U(x−\mu)}{\partial x} \), where \( R_{\alpha c}(t) \) is the position of locus \( c \) at time \( t \). \( D \) is the diffusion coefficient, and \( E\left(\frac{R_{\alpha c}(t)}{\Delta t}\right) = x \) means averaging over trajectory realizations such that the condition \( R_{\alpha c}(t) = x \) is satisfied. Relation (*) links the average velocity of the observed monomer \( c \) to the force applied at a distance \( |c−\alpha| \).

For a Rouse polymer, with a potential well \( U(R_c) \), the effective spring coefficient is given by \( k_{\alpha c} = \frac{k}{\frac{1}{k}+\frac{|c−\alpha|}{k}} \), where \( \alpha \) is the monomer–monomer spring coefficient.

The empirical estimator for \( k_{\alpha c} \), computed along the locus trajectories \( R_{\alpha c} \) is

\[
\frac{1}{2k_{\alpha c}} = \frac{1}{(2Nc−1)} \sum_{i=1}^{Nc} \sum_{j=0}^{Nc−1} \frac{R_{\alpha c}(i+(j+1)\Delta t)−R_{\alpha c}(i)}{D_{\alpha c} \Delta t (R_{\alpha c}(i)−R_{\alpha c}(i+(j+1)\Delta t))}.
\]
would recapitulate these behaviors by considering independent physical sources of motion such as local interactions, drift, and more.

The Effective Spring Coefficient $K_c$

What restricts the motion of chromatin loci? As described in the introduction, a number of chromatin tethers exist in the nucleus, such as the centromere and telomeres in budding yeast. The force of these and other tethers cannot easily be measured in vivo but they can be inferred from SPTs by estimating an effective spring coefficient $K_c$ [4,33,61]. A trajectory could be

Figure I. Plotting Mean Square Displacement (MSD) and Estimating the Anomalous Exponent $\alpha$. (A) Sample empirical trajectory sampled at acquisition time of 20 ms up to 1.7 s. (B) MSD (blue), of the empirical trajectory in panel A, where we average over time lags instead of over trajectories, as performed in (C). We fit the MSD with the model $A t^\alpha$ from 0.2 s to 1.7 s and obtain $A = 0.046$ and the anomalous exponent $\alpha = 0.37$. (C) The MSD curve (blue) is computed from simulations by averaging the displacement $||r_2(t) - r_2(0)||$ of monomer $r_2$ of a polymer for time $t$ between $t = 0$ s to 360 s over 200 simulations. The optimal fit of $A t^\alpha$ (orange) to the MSD curve from time 1 s to 100 s (dashed vertical lines), corresponds to the polymer’s relaxation times, for which we obtained $A = 0.045$, $\alpha = 0.43$. In the inset we plotted the MSD (blue) and model fit (orange) on a log–log scale.
confined either by obstacles or by a field of force. How can we differentiate between these two possibilities? This question can be addressed by using a polymer model, where a tethering force is generated by a potential well $U_{ext}(R_n) = \frac{1}{2} K_c (\mu - R_n)^2$ centered at a point $\mu$ and applied at a monomer $R_n$. The spring constant $K_c$ has to be estimated from data (Figure 1A, Key Figure and Box 2). The field of force $U_{ext}$ should influence the motion of any locus and thus could be extracted from trajectories. This tethering not only affects the motion of the whole polymer (chromosome) but can arise from interactions of the locus with other chromosomes or nuclear substructures such as the nuclear envelope. A procedure has been developed for freely moving particles [54], requiring many redundant trajectories exploring the same microenvironment. However, for a single-long trajectory that does not come back too many times on itself, there may not be necessarily enough data points. To overcome this difficulty, a recent method [61] considers consecutive displacements $R_c(t + \Delta t) - R_c(t)$ as independent when a trajectory is recurrent, returning back on itself many times. In this case, it is possible to estimate the spring constant $K_c$, as described in Box 2 and [61]. To conclude, when a trajectory folds back on itself many times, it is possible to extract a field of force [62].

As described in the introduction, artificial removal of cohesin in S phase cells increases chromatin motion. Interestingly, removal of cohesin in G1 phase cells, where the sister chromosome is absent, also marginally increases chromatin motion. This suggests a role for cohesin as a possible connector or tether in budding yeast [27,33]. Removal of such a tether (cohesin) decreases $K_c$ [33].

For motion confined due to crowding only, applying the above procedure to a Brownian particle would not lead to the estimation of any forces (which means $K_c = 0$ [61]), because there is no field of force, except for the points in very close vicinity of the large obstacles [53] that restrict motion (Figure 1B). For a monomer located on a polymer, we expect $K_c \neq 0$ to reflect the external forces acting on the chain. Hence, estimating $K_c$ for a locus near obstacles such as the nucleolus or the
From Single-Particle Trajectory (SPT) of Chromatin Locus to Polymer Models

(A) 

(B) 

(C) 

(See figure legend at the bottom of the next page.)
boundary of the nucleus would result in a non-zero force estimate \((K_c > 0)\). When obstacles are completely intermingled, these estimations are less robust.

**Effective Diffusion Coefficient \(D_c\)**

Accurately estimating the diffusion coefficient from an SPT is not an easy task and much work has been done to develop estimators to do so [63]. Much like the anomalous exponent, \(D_c\) relies on a suitable number of points. A study measuring the diffusion of fluorescent beads in a glycerol solution generated extremely long trajectories [64] that could be decomposed into short trajectories of variable length and enabled measurement of the relative error of the diffusion coefficient. Segments consisting of 100 time points had a relative error of 25% and increasing the number of time points to 1000 decreased the error to 10%. Most chromatin loci tracking experiments record 200 time points. Therefore, it is unsurprising that the same loci in different cells can have very different diffusion coefficients, demonstrating the heterogeneity of this parameter. Others have tried to make sense of the diffusion coefficient by segmenting trajectories at points where \(D_c\) changes [65].

Since the diffusion coefficient \(D_c\) is highly variable between different cells, estimating it from multiple trajectories will give far greater statistical power than from a single one. Indeed, computing the diffusion coefficient of a massive number \(10^4 – 10^5\) of super-resolution trajectories allows for the reconstruction of a diffusion map inside the cell. This can be used for a variety of cellular fluorescently tagged proteins in different cellular compartments, including histones and receptor proteins [47, 53-55, 66–73].

To conclude, the four parameters described above \((L_c, \alpha, K_c, D_c)\) can be estimated from trajectories and they provide complementary information about the statistical properties of chromatin loci [3, 4]. In addition, their estimation does not assume or require any underlying physical structure such as a polymer model, which will come in a second stage for the interpretation and the reconstruction of the underlying chromatin organization at a given spatial and temporal scale (Box 1).

**Constructing Polymer Models that Represent Chromatin Dynamics and Structure**

How is a polymer model selected from the statistics of SPTs? For the Rouse polymer model, consisting of monomers connected by springs, the anomalous exponent of a monomer whose position in time is \(X(t)\) is \(\alpha = 0.5\) \((\langle |X(t + \Delta t) - X(t)|^2 \rangle \sim t^{0.5})\). This is true at a time shorter than the slowest relaxation time of the polymer. This statistical property deviates from Brownian motion where \(\alpha = 1\). This difference in the exponent \(\alpha\) exemplifies the polymer nature of single locus dynamics. Recently, new classes of polymer models were introduced where mid- and long-range forces are added between all monomers. These long-range forces result in the additional coupling between monomers reviewed in [9]. The strength of the long-range forces coupling can be tuned to modify the anomalous exponent of a monomer in the range of \(\alpha \in (0 – 0.5)\) such that the anomalous exponent can be prescribed [13]. Stronger coupling leads to a lower anomalous exponent, while the limit of weak coupling between distant monomers is the limit of the linear chain, the Rouse model \((\alpha = 0.5)\) [13].
Following DSB induction, the overall dynamics of a broken chromatin locus increased. The anomalous exponent of a locus on the DNA increased from 0.38 (before break) to 0.53 (after break induction) [4]. A similar effect was observed in that study for the \textit{MAT} locus.

Reconstructing chromatin when the motion of loci is characterized by $\alpha > 0.5$ is more complicated, as different types of forces are possible: combining a $\beta$-polymer model with a deterministic drift [4] increases the anomalous exponents. Oscillatory motion of the whole nucleus can also lead to such an increase in $\alpha$ [4]. At this stage, polymer models and numerical simulations have revealed an expansion of chromatin at the site of a DSB, a prediction that was confirmed by super-resolution microscopy [4]. An increase in $\alpha$ and a reduction of $K_c$ (Box 2), was associated with an increased motion of the adjacent loci [3,4]. This reduction could be due to reduced tethering. Supporting this hypothesis, chromatin decompacts at the site of a DSB, likely due to the loss of histone proteins. Loss of histones may reduce the ability of the locus to interact with other chromatin loci or nuclear components. To conclude, polymer models can drive a testable hypothesis and can lead to the design of experiments to confirm the theoretical predictions.

We would like to mention an alternative approach to use a polymer model to reconstruct chromatin dynamics. It consists of using a kernel representation of anomalous diffusion, suggesting that a change in $\alpha$ is associated with the visco-elastic nucleoplasm, which would result in additional correlations acting on chromatin [60,74–76].

Polymer Models with Connectors Reflect In Vivo Chromatin Dynamics

There are different ways to study the effect of dynamics coming from interactions between distant chromatin sites. One way is to use a model where the monomers of a polymer are connected randomly with transient connectors (binder model or random loop model [10,12]) or fixed connectors (randomly crosslinked (RCL) model [14,77]) (Figure 1C). The advantage of using connectors to describe chromatin dynamics/interactions is that connectors exist in biology, specifically in the form of CTCF and cohesin that mediate chromatin looping [78]. Adding connectors leads to an anomalous exponent $< 0.5$. An exact relationship between the number of connectors and the anomalous exponent has not been derived. However, the underlying mechanism is similar to the $\beta$-polymer model: the connection between monomers couples their dynamics and reduces $\alpha$.

Connectors offer an alternative confinement (restriction) mechanism to crowding through crosslinking (Figure 1B). Changing the number and distribution of connectors affect the four parameters described in the section ‘Chromatin Locus Dynamics Revealed by SPTs’ (Figure 1C). For example, a reduction of the length of constraint $L_c$ in parallel with a reduction of the anomalous exponent $\alpha$ and an increase in the local tethering force spring $K_c$ is associated with an increase in the number of connectors and chromatin condensation. However, no changes are expected to be seen in the diffusion coefficient [4]. Conversely, a decrease of the diffusion coefficient is directly connected to an increase of crowding [79] obtained by adding sufficiently large obstacles compared with the size of the observed loci [77].

To conclude, changing the number of connectors between chromatin loci has several consequences: First, only a few connectors are required to see a deviation from Rouse polymer dynamics. Second, connectors can be positioned at random and not at specific locations, leading to a spectrum of anomalous exponents at each locus. The number of connectors can be estimated using the encounter probability of loci coming from existing HiC data [77]. The number of connectors seems to play a key role in defining topologically associating domains (TADs), gene regulation, and organization across cell differentiation [80,77].
Classifying Forces That Constrain Locus Dynamics

What restricts the motion of a chromatin locus? Restriction can result from confinement and/or tethering. In experiments, we usually observe one or two loci simultaneously. Hence, it is not yet possible to reconstruct all independent forces acting on each monomer in the polymer. Attempts to reconstruct tethering forces acting on a locus assume that the restriction could result from a parabolic potential energy acting on an unknown site on the chromosome, as discussed in the section ‘The Effective Spring Coefficient $K_c$’ and Box 2. This classical model is used in the theory of chemical reactions and is characterized by a finite parabolic well, truncated at a specific height [73]. Another possibility, as discussed above, is that to account for motion restriction, random or fixed connectors are added to a Rouse polymer, leading to slower motion (smaller $\alpha$) of its monomers (Figure 1B). This modified polymer would lead to an apparent restricted motion. Tethering, associated with external forces acting on a locus, limits the span of space sampled by the locus.

Once an overall force is computed from SPTs, due to the nature of the polymer, an additional step is needed to differentiate the internal (due to chromatin internal properties) from the external forces. This step involves a deconvolution procedure [61]. When the chromatin is approximated as a Rouse polymer model, it is then possible to recover the spring constant $K_c$ of the effective external force from the total force, when we know the genomic distance between the tagged locus and the one that force is applied to (Box 2). The case of multiple forces was resolved in the supplemental information of [61]. For more elaborate models, numerical simulations are used to recover external forces.

To conclude, the origin of deterministic forces acting on chromatin is still poorly understood, but polymer models suggest that connectors that restrict chromatin locus motion lead to apparent forces. Measuring the correlated motion of multiple loci may be useful to better estimate those forces.

How Does the Sampling Time Step $\Delta t$ Influence the Four Parameters?

How does the sampling time $\Delta t$ influence the biophysical parameters extracted from SPTs? The four parameters mentioned above depend on $\Delta t$ (Box 2). For example, in yeast, for the MAT locus, when $\Delta t = 80$ ms, $\alpha = 0.49$ (Figure 2B), while for the same locus for $\Delta t = 300$ ms, $\alpha$ increases to 0.66. A similar effect is observed for the other parameters [9]. In principle, if we were to estimate $\alpha$ in a simple polymer (e.g., using Brownian motion or the Rouse model), it would have been independent of $\Delta t$ [81]. Indeed, at intermediate times, the dynamics of a monomer obeys a power-law and thus is independent of the timescale. So why do we see a difference when observing chromatin at different timescales?

Chromatin, like other polymers, has multiple relaxation times. The shorter relaxation times are associated with smaller genomic lengths and larger times are associated with larger lengths (Figure 2A). By choosing a specific time step, we establish a cutoff below which locus dynamics are no longer observed. For example, if we take $\Delta t = 80$ ms, all faster processes occurring on chromatin are averaged when estimating the parameters. Imagine a fly in a room. If we observe it every 2 hours, it will have had enough time to explore the whole room (sample all positions), meaning that we will observe the fly in its favorite positions (equilibrium distribution) but cannot learn anything about its dynamics. However, if we observe the fly every second, we capture its trajectory from one place to the next, allowing us to extract dynamical parameters such as its velocity. Applying the same concept to measuring chromatin dynamics, it is important to choose a timescale that is relevant to the dynamics we wish to measure.

Thus, the choice of $\Delta t$ is critical; it should not be too small (that would only capture the motion of a single monomer) or too large (when the entire polymer can move by diffusion in a confined
environment), but should be chosen in an intermediate time regime, as predicted from the anomalous behavior of a monomer \[4,13\]. We note that a timescale analysis, changing \(\Delta t\) from 10 ms, 100 ms to seconds has recently revealed much less impact of chromatin on single locus dynamics, with an anomalous exponent around 0.5 \[82\]. This is in contrast with an early study \[59\] of telomere dynamics in mammalian cells, where \(\alpha\) changed from 0.32, when estimated in the range of \([10^{-2};1]\) s, to 0.51 in \([1;100]\) s.

When looking at chromatin at \(\Delta t = 300\) ms, the larger value of \(\alpha\) suggests that this scale is compromised by additional factors such as nuclear rotation. Another effect of \(\Delta t\) concerns the interpretation for the tracking localization noise (Figure 2C), where a Gaussian error of amplitude

---

**Figure 2. Influence of the Sampling Rate \(\Delta t\) and Localization Noise on Single-Particle Trajectory (SPT) Statistics.** (A) The region of influence on a locus (green) depends on the sampling rate \(\Delta t\): as \(\Delta t\) increases the fraction of the polymer influencing the motion of a single locus increases, at 80 ms (brown) the region is smaller than the one obtained at 300 ms (green). (B) Example of changes in the four parameters with respect to the sampling rate \(\Delta t\), obtained from yeast SPTs \[4\]. (C) Influence of the localization noise on SPTs. The localization noise generates a Gaussian error on the position of loci at each time step \(\Delta t\). Note, this noise can affect the four parameters: the anomalous exponent \(\alpha\), diffusion coefficient \(D_c\), length of constraint \(L_c\), and the spring constant \(K_c\).
σ is added to the real position X, so that the measured position is \( X' = X + \sigma \xi \). Such localization error affects the value of the measured (effective) diffusion coefficient compared with the real diffusion coefficient \( D_{\text{real}} \), leading to a shift \( D_{\text{measured}} = D_{\text{real}} + \frac{\sigma^2}{2\Delta t} + A\sigma^2 \text{div} f \), where A is a constant and \( f \) is the force applied to the tagged loci [83]. Increasing the localization error changes the estimation of all parameters. The effect of \( \Delta t \), through the localization error, influences \( \sigma \), \( D_c \), and \( k_c \) (Figure 2C). The diffusion coefficient can also depend on \( \Delta t \) (Figure 2B). In a region with well-spread obstacles, small \( \Delta t \) captures motion in the space between obstacles. However, increasing \( \Delta t \) means looking at chromatin at larger steps each frame, which would result in it bumping into obstacles and a reduced diffusion coefficient. An analysis of the effect of obstacle density on the diffusion coefficient of a Brownian particle can be found in [79].

In summary, the choice of \( \Delta t \) affects both the localization error and the biological processes we can follow. Ideally, localization error of the microscope will be known for the \( \Delta t \) chosen. As a general guideline, if the process we wish to follow occurs on chromatin, \( \Delta t \) must be small enough such that nuclear drift, or other motion artifacts, do not affect the measurements. It is worthwhile noting that if one is looking for a biological effect on chromatin mobility it may be beneficial to look for it at multiple timescales. Future investigations are needed to clarify what exactly can be revealed from the chromatin at small and large \( \Delta t \) and how to reconcile the different values of parameters computed for different \( \Delta t \).

**Statistic of Two Simultaneous Tracked Loci Reveals Chromatin Dynamics at the 250 nm scale**

Are there new features or biophysical information contained in trajectories of two loci tracked simultaneously that are not contained in loci tracked individually? A number of studies have tracked two loci to extract additional information about chromatin dynamics and interactions [3, 75, 84, 85]. Using the four biophysical parameters mentioned above, each locus could be analyzed separately. However, there are a number of biological processes that could be better understood by studying the interaction of two genomic loci simultaneously (Figure 3A). For instance, chromatin looping in the context of enhancer/promoter contacts and repair of DNA DSBs by HR. Such processes have an associated encounter (looping) time \( \tau_E \). Once the two loci meet, they will stay together until drifting apart and this process has a dissociation time, \( \tau_D \), which is related to the binding energy between them (Figure 3B, C). The statistics of these two times seems to obey a Poissonian distribution (Figure 3C). We recall that the Poissonian decay of the encounter time distribution \( \tau_E \) was predicted by the polymer looping theory [9, 84, 86, 87] because it is a rare event.

The method of analysis is divided into several steps: first, two-locus trajectories \( X(t) \) and \( Y(t) \) are collected (Figure 3A). Then an arbitrary threshold length \( (T = \varepsilon) \) that defines an encounter distance is chosen, which we can vary between tens and hundreds of nanometers. In the second step, the distance \( d(t) = |X(t) - Y(t)| \) is computed from trajectories. The third consists of a segmentation, where the time intervals before the two-locus encounter for the first time, defined by \( d(t) > \varepsilon \), are collected. It leads to the time series \( \{\tau_{E1}, \ldots, \tau_{En}\} \) (Figure 3B, yellow band). Then a second time series for the distribution of times before the two loci dissociate \( \{\tau_{D1}, \ldots, \tau_{Dn}\} \) (Figure 3B, blue band) is also collected. The last step of analysis consists of plotting the distribution of time. Interestingly, the two time distributions \( \tau_E \) and \( \tau_D \) can be well fitted by exponentials (continuous black lines in Figure 3C). This procedure confirms the Poissonian distribution (noncorrelated events) of the distribution. This Poissonian property is valid for several genomic distances \( \Delta \) between the two loci [84]. However, the mechanism of two loci dissociation is not that clear; if a physical mechanism prevents the two loci from separating, then the dissociation time distribution can also be...
Trends in Genetics

(A) Chromatin

(B) Distance $d(X(t), Y(t))$ (nm)

(C) Histogram

(D) Multiple DNA damages

(E) Mean first association time $\langle \tau_A \rangle$ (s)

(F) Mean first dissociation time $\langle \tau_D \rangle$ (s)

(G) Chromatin

(See figure legend at the bottom of the next page.)

Recombination of nucleosome modifiers and checkpoint proteins.

INO80 complex opens chromatin.

Decomposition of chromatin; extrusion of DSB from heterochromatin; changes in long-range interactions.
approximated by a single exponential distribution, similar to two molecules that dissociate. Two-locus dynamics were collected for five genomic distances \( \Delta \) in the range \([23.5,100.8]\) kbps \([85]\), by tracking trajectories at a time interval of 300 ms over 60 s. The passage time analysis \([84]\) revealed that the mean encounter time \( \langle t_e \rangle \) decreases in the range \( \varepsilon \in [0,0.25] \) \( \mu m \), but was independent of the encounter distance for \( \varepsilon > 0.25 \mu m \). In comparison, the mean dissociation time \( \langle t_D \rangle \) increases with \( \varepsilon \) in the range \([0,0.5] \mu m \). The passage time analysis was also applied before and after the use of the drug Zeocin 500 \( \mu g/ml \), which induces DNA damages at random positions of the chromatin (Figure 3D, top, red crosses): two loci located at a distance \( \Delta = 50 \) kbp apart, tracked over 60–120 s at 300 ms rate \([3]\), have a mean duration \( \langle t_D \rangle \) that decreases with respect to the distance threshold \( \varepsilon \), both in the untreated and Zeocin treated cases (Figure 3D). A plateau is reached in 500 ms for \( \varepsilon = 0.25 \mu m \), showing that the encounter time does not depend on \( \varepsilon \) above 0.25 \( \mu m \). Interestingly, the mean encounter time \( \langle t_e \rangle \) (Figure 3E) is slower following induction of a DSB, while the mean dissociation time \( \langle t_D \rangle \) is faster (Figure 3F). Thus, panels E–F of Figure 3 reveal that changes in chromatin organization are possible below 250 nm following DSB. In addition, the changes in \( < t_e > \) and \( < t_D > \) can be due to a local decompensation of chromatin below 250 nm, so that it takes less time for two loci to dissociate after DSB, while it takes more time to meet. This result suggested that chromatin is decondensed and probably less crowded at the spatial scale of the order of the distance \( \Delta \) between the two loci, while it is more crowded farther away. This crowding may be due to a local depletion of material locally after DSB, which is relocated further away from the break site. To conclude, distributed DSBs impair recurrent chromatin motions only at a scale below 0.25 \( \mu m \), suggesting that this spatial scale characterizes the local chromatin organization in which undamaged loci can freely move, but become restricted above it (Figure 3G). Possibly future recordings of multiple loci at the same time could reveal higher-order chromatin organization and could be used to determine the minimum number of crosslinkers compatible with the statistics of the recurrent loci behavior.

**Local Chromatin Environment Revealed by Coarse-Grained Polymer Models**

Understanding how chromatin moves in a confined environment remains a challenge. What could be the mechanism that confines chromatin? A modeling approach can be used to address this question by transforming the information contained in the four parameters mentioned in the section ‘Chromatin Locus Dynamics Revealed by SPTs’ into crosslinkers to be added on polymer models.

**Crosslinkers Constrain Chromatin Motion**

We recall that short- and long-range interactions of crosslinkers can constrain chromatin motion. Indeed, there are \( \sim 100,000 \) CTCF binding sites identified in the human genome \([88,89]\), but not all binding sites are occupied at any moment of time. Genomic loops mediated by structural proteins vary in the range of 15–123 kbp in HeLa cells, with a mean of 86 kbp \([90]\). A significantly larger cohesin loop of \( \sim 370 \) kbp was measured in \([91]\). Bound cohesin is not distributed uniformly along the chromosome, having a higher concentration near centromeres and overall average.

---

**Figure 3. Multiple Loci Single-Particle Trajectory (SPT) Statistics.** (A) Two loci (green, orange), separated by a genomic distance \( \Delta \), generate two trajectories \( X(\tau),Y(\tau) \) (left), showing regions where they are located inside balls of radius \( r \) (blue) separated by regions (yellow) where the trajectories are far apart. (B) Distance \( D(X(\tau),Y(\tau)) \) versus time. When \( D(X(\tau),Y(\tau)) \) is lower than a threshold \( r \), trajectories are classified as associated (A, blue) and characterized by the time (dissociation time \( t_D \)) it takes for the two trajectories to separate. Conversely, when \( D(X(\tau),Y(\tau)) > r \), trajectories are dissociated (A, yellow), and characterized by the time (association time \( t_A \)) it takes for the two trajectories to enter for the first time into a region of radius \( \leq r \). (C) Distribution of association and dissociation time, characterized by a single exponential. (D) Schematic representation of two loci association (left) and dissociation (right) dynamics with multiple DNA damages (red crosses). (E) Mean first association time \( \langle t_A \rangle \) versus the encounter distance \( r \) for Zeocin (red squares) and untreated (blue circles) chromatin. (F) Mean first dissociation time \( \langle t_D \rangle \) versus the encounter distance \( r \) for Zeocin (red squares) and untreated (blue circles) chromatin. (G) Consequences of DNA damages of local chromatin reorganization. Material is extruded following double-strand break (DSB).
spaced of 10 kb apart ([92], see also [93–95]). In addition, cohesin binding sites correlate with the position of DNA replication origins [96]. Although CTCFs, cohesin, and condensin molecules are bound to chromatin, it is still unclear how exactly they participate in loop formation. But CTCF residence time is ∼1 min in mouse embryonic stem cells [97]. Approximately 80% of CTCF molecules bind transiently and nonspecifically to the chromatin, with a residence time of ∼0.2–0.6 s [98], whereas the residence time for a residual fraction of CTCF is in a wide range between ∼4 s and >15 min. Residence times for cohesin are longer than those of CTCF and are cell cycle dependent. In G1, ∼30% of cohesin is bound to chromatin with a residence of ∼6 h, whereas in G2 ∼45% of cohesin is bound with a residence time of ∼24 min, as measured in [78]. Similar times of ∼20 min were also measured in [97].

In that context, two types of polymer models have been used to account for these binding molecules: those with transient [10,12] and those with permanent but randomly positioned connectors [14,77]. The local chromatin environment, including constraints, can be simulated using polymer models such as the β-polymer or RCL model [14,77]. The later model describes chromatin containing crosslinkers, positioned at random places. We recall that the RCL polymer is composed of a linear Rouse backbone of $N$ monomers, connected sequentially by harmonic springs. In each realization of the polymer, $N_c$ spring connectors are added (Figure 4A) between randomly chosen non-nearest monomers pairs. This parsimonious addition of connectors accounts for binding molecules such as CTCF and cohesin or condensin, and their semi-random position can generate the heterogeneity in chromatin architecture observed across a cell population.

To conclude, the key parameter that reflects the constraint of the chromatin encounter probability is the number of connectors in a defined subchromatin region, but not necessarily their position, as long as they are uniformly distributed. Transient and static connectors lead to similar statistical properties over a timescale longer than the transient detachment and reattachment of each connector.

**How Many Crosslinkers Are Needed to Agree with a Small Length of Constraint?**

CTCF, cohesin, and condensin contribute to chromatin organization, and crosslinker proteins play an important role in maintaining the structure of the nucleolus [99]. Condensin and High Mobility Group protein 1 (Hmo1) could form dynamic crosslinks that phase-separate the nucleolus from the rest of chromatin, ensuring that rDNA loci stay within a single nuclear subdomain. As a consequence of these heterogeneous phases, chromatin motion is restricted and could be described by adding connectors to a polymer model. In that case, how many connectors should be added and where? In a recent method [77] using HiC data, the encounter probability was used to find short-range (intra-TAD organization) and long-range connectors. The simulated encounter probability map, which appears to be very similar to the empirical HiC one, suggested that the reconstructed polymer model is an adequate representation of chromatin at the scale of the HiC data. Once such a polymer is constructed, it is then possible to explore transient properties such as the time and the probability for two loci to meet before meeting the third one. Thus, this analysis reveals the local chromatin properties.

Another possible calibration of crosslinkers is obtained by using the length of constraint $L_c$ described above: before and after the induction of a DSB, the length $L_c$ increases from 0.13 (before) to 0.23 μm (after) DSB [4]. In that case, the number of needed connectors for a polymer with a total length of $N = 100$ monomers varied from $N_c = 130$ to 125, respectively (Figure 4A) [84]. Interestingly, if a large number of crosslinkers is required to condense a polymer to a small blob, surprisingly, only ∼4% are removed to create the decondensed DSB phase. In addition, the
mean radius of gyration \( \langle R_g \rangle \approx 150 \text{ nm} \) is mostly unchanged between the unbroken locus and DSB. By removing the number of connectors, the mean maximal distance between the two monomers increases from 0.33 \( \mu \text{m} \) in the unbroken case to 0.75 \( \mu \text{m} \) after DSB. Separation of the two DSB ends cannot be too large due to remaining connectors that maintain the two extremities. To conclude, randomly positioned crosslinkers can be used to model chromatin condensation and dynamics. Their minimum number can be adjusted to match experimental data of SPTs and HiC, offering a simple tool to represent chromatin organization at a given spatial scale, that can be used to explore the local chromatin environment and dynamical properties.

Figure 4. Chromatin Modification Represented by Polymer Models Before and After Double-Strand Break (DSB). (A) An increase of \( L_c \) following DSB can be obtained by removing connectors (green) in randomly crosslinked (RCL) polymer model (top) or by removing long-range forces in the beta polymer model (bottom). (B) Summary of the general procedure of converting information contained in the four parameters extracted from single-particle trajectory of chromatin loci into a polymer representation. This polymer can be used to generate statistics not contained in the original trajectories.
Concluding Remarks
As the world of chromatin molecular biology and biophysics become more entangled, it is essential to build a set of reliable tools to easily analyze biological data. Here, we have described techniques and tools to study SPT data as well as how to use polymer models to interpret these results in the context of chromatin suborganization (see Outstanding Questions). We further presented how to extract information from correlated loci analysis and how to interpret the changes in parameter values when the sampling rate $\Delta t$ is changing.

Models are a step towards a unified tool of SPT data, with data generated by chromatin conformation capture techniques such as HiC (Figure 4B). Such a tool would be immensely useful as it would take into account the physical dynamics of chromatin at a local level, while also giving an overview of interactions throughout globally. This type of unified model would allow us to better understand a number of complicated biological processes, such as enhancer/promoter organization during transcriptional reprogramming, homology search during DSB repair, and CRISPR/Cas9 editing. In particular, simulating the effects of integrating viral DNA on the chromatin environment would give new insight into how viruses cause mutations and ultimately disease.
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Outstanding Questions
While more and more data have been collected on chromatin dynamics in various organisms and for many different genomic loci, it has yet to be directly shown how changes in chromatin dynamics benefits a biological process. Specifically, how does chromatin movement influence DNA repair?

What is the relationship between chromatin structure and its dynamics? While we know that in yeast, removal of nucleosomes from DNA is correlated with increased loci mobility, little is known in higher eukaryotes.

Which universal polymer model should be used to explain the dynamics of chromatin and its structure in living cells? Additional data on both the movement of chromatin and its structure changes during that movement will probably be required to refine such a model. This will likely come from developments in live-cell microscopy of multiple chromatin loci.

Single-particle trajectories of a chromatin locus reveal the local chromatin dynamics. What else can be revealed by the correlated motion of many loci tracked simultaneously?

In the multiscale chromatin organization, the spatial scale of 200–300 nm seems to correspond to the control of short- and long-range loops. What is the relation between this spatial scale, chromatin regulation, and gene expression?

How can we combine statistics of population and single cell HiC? How does the distribution of the encounter probability extracted from HiC compare with SPTs (which provide statistics of local time dynamics)?

Polymer models have been used to represent DNA reorganization following DSB. How can we converge to a unified polymer model? Shall we keep models as simple as possible, adjusting them for each situation?
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